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Cloud definition 

• Self Service Dynamically Scalable Computing Facilities - Cloud 

computing is not about new technology, it is about new uses of 

technology 

• Main innovation to be associated with clouds consists in the sale of 

resource capabilities to external customers, as opposed to internal 

purposes only 

• Important step in "utility computing" as envisaged by John McCarthy 

back in 1961 

• In particular the main interests in cloud systems, such as elasticity 

and availability, do not compare to the main interests in HPC systems, 

which focus on reliability and performance 
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Cloud definition (cont.) 

National Institute of Standards and Technology http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf 

• Broad network access 

 Capabilities are available over the network and accessed through standard 
mechanisms that promote use by heterogeneous thin or thick client platforms 

• Resource pooling 

 The provider’s computing resources are pooled to serve multiple consumers using a 
multi-tenant model, with different physical and virtual resources dynamically 
assigned and reassigned according to consumer demand. 

• Rapid elasticity 

 Capabilities can be elastically provisioned and released, in some cases 
automatically, to scale rapidly outward and inward commensurate with demand. To 
the consumer, the capabilities available for provisioning often appear to be unlimited 
and can be appropriated in any quantity at any time. 

• Measured service 

 Resource usage can be monitored, controlled, and reported, providing transparency 
for both the provider and consumer of the utilized service. 

• On-demand self-service 

 A consumer can unilaterally provision computing capabilities, such as server time and 
network storage, as needed automatically without requiring human interaction with 
each service provider. 
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Where an HPC center differs? 

• Broad network access (OK) 

 Capabilities are available over the network and accessed through standard 
mechanisms that promote use by heterogeneous thin or thick client platforms 

• Resource pooling (OK) 

 The provider’s computing resources are pooled to serve multiple consumers using a 
multi-tenant model, with different physical and virtual resources dynamically 
assigned and reassigned according to consumer demand. 

• Rapid elasticity (PARTIALY) 

 Capabilities can be elastically provisioned and released, in some cases 
automatically, to scale rapidly outward and inward commensurate with demand. To 
the consumer, the capabilities available for provisioning often appear to be unlimited 
and can be appropriated in any quantity at any time. 

• Measured service (OK) 

 Resource usage can be monitored, controlled, and reported, providing transparency 
for both the provider and consumer of the utilized service. 

• On-demand self-service (PARTIALY) 

 A consumer can unilaterally provision computing capabilities, such as server time and 
network storage, as needed automatically without requiring human interaction with 
each service provider. 
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Scalability vs. Performance 

• Scalability (Cloud) ≠ Performance (HPC) 

• Performance is the capability of particular component to provide a certain 

amount of capacity, throughput 

• Scalability, in contrast, is about the ability of a system to expand to meet 

demand. This is quite frequently measured by looking at the aggregate 

performance of the individual components of a particular system and how 

they function over time 

• Performance measures the capability of a single part of a large system 

while scalability measures the ability of a large system to grow to meet 

growing demand. Thus scalable systems may have individual parts that are 

relatively low performing 

 

 

• Rapid elasticity (PARTIALY) 

 Capabilities can be elastically provisioned and released, in some cases automatically, 
to scale rapidly outward and inward commensurate with demand. 
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Scalability vs. Performance 

• Most HPC clusters today are built out for very high performance *and* 

scalability, but with a particular focus on performance of individual 

components (servers) and the interconnect.  The price/performance of the 

overall system is not as important as aggregate throughput of the entire 

system 

• Cloud & High Scalability Computing Cloud, or HSC, by contrast, focuses on 

hitting the price/performance sweet spot, using truly commodity components 

and buying *lots* more of them.  This means building very large and scalable 

systems 

 

 

 

 

• Rapid elasticity (PARTIALY) 

 Capabilities can be elastically provisioned and released, in some cases automatically, 
to scale rapidly outward and inward commensurate with demand. 
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Scalability vs. Performance 

• Cloud computing offers horizontal scalability – you have a single application 

and you replicate it many times, to ensure availability - it’s the same data and 

application that is replicated over the infrastructure.  

• In HPC, we don’t want multiple instances of the application, as that doesn’t 

improve their performance. Instead, the application itself distributes over 

multiple instances – one single application takes a thousand cores (vertical 

scale) 

• Horizontal Scalability (Cloud) vs. Vertical Scalability (Cloud) 

 

 

 

• Rapid elasticity (PARTIALY) 

 Capabilities can be elastically provisioned and released, in some cases automatically, 
to scale rapidly outward and inward commensurate with demand. 
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On-demand self-service 

• HPC Systems are not able to provide this capability although it might bring 

high benefits for improving user’s experience 

• “It is too complicated and takes too much effort to port my application on your 

supercomputer” 

• “My workflow is not suited for such static environment” 

• “My application does not run on your Linux ;-(“ 

• “I want to choose my own operating system” 

• “I want to use the Cloud, it is and cool!” 

• On-demand self-service 

 A consumer can unilaterally provision computing capabilities, such as 
server time and network storage, as needed automatically without 
requiring human interaction with each service provider. 
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Virtualization 

«The virtualization is the “secret sauce” 

of cloud and “overbooking” is the 

“secret sauce” of virtualization» 
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What hampers Cloud adoption in HPC?  

• Performance issues 

• Virtualization tolls CPU and especially I/O 

• Cloud networks are not designed for low-latency communication 

• Data issues 

• HPC can consume or produce enormous data volumes 

• Need to move them in and out of cloud, which leads to latency & 

cost 

• Vendor-related issues 

• Memory caps (currently ~16 GB) limits some shared memory 

jobs 

• Security issues 

• Data privacy, availability and integrity 

• Private data moving over WAN 
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CPU Performance 

• Hardware contention between VMs causes a 

compute time increment, this happens when 

the small amount of individual resources 

available lead to memory sharing between 

different virtual machines 

• Communication overhead between the 

hypervisor and the VMs. Communication 

overhead between the hypervisor and the 

VMs increases more that proportional with 

respect to the running VMs. This happens 

especially in para-virtualized architectures 

(i.e. Xen), where VMs are not directly able to 

perform I/O operations but an interaction with 

the hypervisor is needed  

• Different tests have been performed using 

MPI applications with different characteristics 

(Matrix Multiplication and Current Wave 

Equation Solver) and it was discovered that 

loosely coupled applications perform better 

than those with a high level of inter-process 

communication, this effect is even more 

evident in public clouds 

12 HPC & Cloud Computing 



www.cineca.it 

CPU Performance 

• Hardware contention between VMs 
causes a compute time increment, this 
happens when the small amount of 
individual resources available lead to 
memory sharing between different 
virtual machines.  

• Communication overhead between the 
hypervisor and the VMs. 
Communication overhead between the 
hypervisor and the VMs increases more 
that proportional with respect to the 
running VMs. This happens especially 
in para-virtualized architectures (i.e. 
Xen), where VMs are not directly able 
to perform I/O operations but an 
interaction with the hypervisor is 
needed.  

• Different tests have been performed 
using MPI applications with different 
characteristics (Matrix Multiplication 
and Current Wave Equation Solver) 
and it was discovered that loosely 
coupled applications perform better 
than those with a high level of inter-
process communication, this effect is 
even more evident in public clouds. 
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I/O Performance 

• The I/O performance results clearly highlight that I/O can be one of the causes 
for performance bottleneck on virtualized cloud environments.  

• Performance in VMs is lower than on physical machines, which may be 
attributed to an additional level of abstraction between the VM and the 
hardware. 

 

Global Scratch: IBM's GPFS with a peak performance of approximately 15 GB/sec 
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I/O Performance 

• PCI Pass-through grants a VM 
direct access to a dedicated HCA 
(Host Channel Adapter). It requires 
an I/O Memory Mapping Unit 
(IOMMU) to ensure memory 
protection between different VMs. A 
guest OS uses regular drivers 

• Para-Virtualization for IB has been 
proposed by Liu et al. It requires 
ongoing modifications of drivers in 
host and guest with respect to 
changes of the underlying hardware 
and OS 

• Single Root-I/O Virtualization (SR-
IOV) is a standard for virtualization 
support in hardware. It allows a PCI 
Express device to appear as 
multiple virtual devices which guests 
can access via PCI Pass-through 
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Promising studies…virtual InfiniBand 

• Novel architecture for such HPC 

clouds based on the IB cluster 

interconnect 

• Currently working on completing a 

prototypic HPC Cloud, which will 

incorporate SR-IOV IB access. 

(SR-IOV drivers still not available) 

• VMs with access to IB cannot be 

live-migrated in a transparent way. 

Anyway it must be considered that 

providing this capability for virtual 

machine-based systems could 

lead to several challenges in terms 

of security, scalability and stability 
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NUMA Affinity 
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NUMA Affinity (cont.) 
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• VM0 will be fine as each core will have sufficient local memory available.   

• VM1 should never get assigned cores in different NUMA nodes because a NUMA 
aware hypervisor should only assign a VM to a single NUMA node.   

• VM2 will have NUMA memory fragmentation that could affect performance because 
there is insufficient local memory to satisfy the 12GB requirement 
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Preliminary conclusions 

• Loosely coupled scientific applications with minimal communication and I/O 
are best suited for clouds 

• Providing VMs with direct access to parallel file systems could increase I/O 
performance in cloud systems, although these kind of solutions require to be 
carefully evaluated before being adopted in production 

• The cloud is set up for non-time-critical processing, it’s a way of getting work 
done quickly without buying a lot of hardware. It was never designed to 
replace High Performance Computing 

• Scientific applications have special requirements that require cloud solutions 
that are tailored to these needs 

• Clouds can require significant programming and system administration 
support 

• Public clouds can be more expensive than in-house large systems. Many of 
the cost benefits from clouds result from the increased consolidation and 
higher average utilization 

• Cloud is a business model and can be applied at any supercomputing 
centers 
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Type Examples Requirements 

Compute Intensive Monte Carlo simulations, 

Embarrassing parallel 

CPU Cycles 

Data Intensive Signal/Image processing, 

Pattern matching 

Fast I/O to data (SAN File 

Servers) 

Communication Intensive Particle Physics, Fluid 

Dynamics, MPI, etc. 

Fast interconnect 

network, low latency 

Memory Intensive DNA assembly, Image 

reconstruction, etc. 

Large Memory 

Continuous services Databases, web servers, 

web services 

Dynamically scalable 

Cloud adoption 
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Type Examples Requirements 

Compute Intensive Monte Carlo simulations, 

Embarrassing parallel 

CPU Cycles 

Data Intensive Signal/Image processing, 

Pattern matching 

Fast I/O to data (SAN File 

Servers) 

Communication Intensive Particle Physics, Fluid 

Dynamics, MPI, etc. 

Fast interconnect 

network, low latency 

Memory Intensive DNA assembly, Image 

reconstruction, etc. 

Large Memory 

Continuous services Databases, web servers, 

web services 

Dynamically scalable 

Cloud adoption 
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Missing middle 
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”Given the unalloyed good that is HPC, how come 

everybody isn’t using it?” 

 

Council on Competitiveness:  
● “missing middle” refers to: the group of HPC users between 

low-end, mostly workstation-bound HPC users, and the kind of 

high-end HPC typically performed at national labs and some 

universities. The problem is that transitioning from desktop 

HPC to server-based HPC is filled with roadblocks, especially 

for commercial users looking to make the leap to small clusters. 

 
“John West, Director for DoD HPC Modernization Program, discussing 
“The Missing Middle” at the 26th Annual HPCC Conference (March 26-28 
2012, Newport, RI, USA) 
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Most relevant difficulties in accessing 

HPC resources 

 

 

 

 

● Increasing hardware complexity (including divergent technologies 
like CPUs and GPUs) – this is both an advantage and a 
disadvantage   

● Fixed software (OS) environments 

● Fixed user environments 

● Software portability and usability 

● Software scaling (a non-problem, vertical vs horizontal scaling) 

● Software licensing 

● Lack of expertise 

● Lack of human resource, time, etc. 

● Applications with different requirements can co-exist on the 
same physical host 
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Potential users.. 

 

 

 

 

 

 

HPC Users 

Potential HPC Users 
(Academic, SMEs) 
“missing middle” 
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Performance pyramid 

 

Embarrassingly Parallel 

MPI +  
High net latency 

MPI 

Cloud (HPC) 

Cloud 
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Conclusions 

● Cloud is not HPC, although now it can certainly support some HPC workloads 

● Great opportunity for HPC in science and business (‘missing middle’) 

● HPC Cloud is complementary to other services like supercomputers (PRACE 
Tier-0 and Tier-1) 

● Users can configure their resources according to their own needs 

● Operators can grant (virtual) administrator privileges to users, while retaining full 
ownership of the physical nodes and networks 

● Virtual machines can be monitored without modification of the observed VM 

● Reliability can be improved with checkpoint/restart schemes for VMs  

● Users can debug and test run their algorithms on VNodes 

● You are not requested to exactly estimate the number of needed resources and 
this is a big advantage in the cost factor for a start-up company, or for a science 
application 
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Which direction CINECA is moving 

towards? 

Image courtesy of http://www.saasblogs.com 

Science Gateway 

On-Demand Customized 
Environments 

Virtual Clusters 
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Low interest  
• User would rather prefer bare metal 
• Implies resources virtualization  
• Does this really bring a big advantage? 

Which direction CINECA is moving 

towards? 

Science Gateway 

On-Demand Customized 
Environments 

Virtual Clusters 

Medium interest  
• Implies resources virtualization 
• Much effort in managing the infrastructure could be required 

High interest 
• Does not necessarily imply virtualization of resources (not all HPC resources 

can be virtualized!)  
• Well defined applications environment, easy to use and exploit 
• Dedicated pool of resources to reduce queue waiting time 
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Utilization scenarios 

Testbed environment 
• On demand customized environment 
• Application Prototyping for resource grant assignment 
• Rapid prototyping and Proof-of-Concept in pilots with concrete use cases 
• Pre-production with limited number of users 

 

Engineering applications 
• Flow assurance software like Olga or Leda Flow, which run serial jobs 

do not need too much communication overhead and can perform I/O 
locally on the node 

• CAE (Computing Aiding Engineering) software separate a CAD model 
in small parts, solving a set of algebraic equations to obtain desired 
results (Finite Elements Method) 

• As opposite, FFT (Fast Fourier Transform), which could be used in 
vibration analysis, is probably an unsuitable algorithm to run on a 
cloud system because the processes involved in the computation are 
highly interdependent and the FFT stresses a lot the global 
communication bandwidth 
 

MapReduce data analysis algorithms 
• simulation as well as Big Data analysis 
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Some initiatives.. 

Stratuslab - http://stratuslab.eu/doku.php/start 

Venus-C - http://www.venus-c.eu/Pages/Home.aspx 

BigGrid - http://www.biggrid.nl/ 

Helix Nebula - http://cdsweb.cern.ch/record/1434708 

White House - www.apps.gov 

Cloud Book - http://www.cloudbook.net/directories/gov-
clouds/government-cloud-computing.php 

Google Exacycle Initiative 
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Top 10 HPC Market Predictions for 2012 
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Road to…FERMI 

Technology: IBM Bluegene 

Model: BlueGene/Q 

Processor: IBM PowerA2, 1.6 GHz   

# Computing nodes: 10240 

# Computing cores:  163840  

RAM: 1GB/core 

Peak performance: 2PFlop/s  

Users: academic 

 

 

 

 

 

 

 

Moving to production 
Aug. 13th, Sept. 3th  
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