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Facts 
• INFRA-P call Nov. 2017 
• Ranked 1st on ~30 

submitted projects 
• Kick-off mid apr 2018 
• 4.5M€ funding  
• 2 partners 
• 8 associated partners 
• Coord. M. Aldinucci 
• Many industrial 

stakeholders



Users Kind of service Services Artifacts

Domain experts with no skills on ML and 
BDA. 

Training set not required. Off-the-shelf 
algorithms/networks.

Service-as-a- 
Service (SaaS)

SaaS for ML and BDA 
designed within HPC4AI 
partners

Market place for ML and BDA 
services: Dashboards, trained 
models in several domains (NLP, 
Vision, …)

Domain experts skilled on ML and BDA. 
Not expert in parallel computing. 
  
New networks or pipelines; training set 
required.

Platform-as-a- 
Service (PaaS)

PaaS solutions for ML and 
BDA directly designed within 
HPC4AI or companion 
projects

Market place of VMs and 
Platforms realising software 
stacks for ML and BDA. Solutions 
for data ingestion, data lake, etc.

Researchers, cloud engineering, ML and BDA 
framework designers, cloud engineers, stack 
and automation designers.

1) Infrastructure-
as-a-Service (IaaS)  
  
2) Metal-as-a-
Service (IaaS) 

1) GARR/other cloud able to 
support federation  

2) Job scheduler for HPC 
resources

1) Openstack, docker, VM, object 
storage, file storage, kubernetes, 
etc.  
  
2) Alternative cloud, job queue, 
Big Data Stack (Spark, …).

Researchers, run-time designers. Hardware Bare Metal Multicore, GPU, storage, network, 
switch, UPS, cooling, etc.
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FEDERATED ARCHITECTURE BASED ON THE GARR CLOUD 
(I.E. OPENSTACK VERSION MAINTAINED BY GARR+CANONICAL) 
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ICS 2007

A fully functional linux distribution 
that installs as a cloud


Much simpler to install w.r.t. 
openstack


Acquired by Eurotech then died

CLUSTER VIRTUALIZATION

VirtuaLinux separates three environments, tar-
geted to different classes of administrators:
The physical cluster,  including the physical 
devices, which are insulated and made trans-
parent (hardware technician).
The privileged cluster, i.e. the environment 
that provides services and interfaces to the 
virtual clusters (skilled OS administrator). 
The virtual clusters that are sets of virtual 

machines. They can run any OS and con-
figuration in such a way Grid and Be-

owulf style virtual clusters can co-
exist simultaneously (standard OS 
administrator). 

•

•

•

DISKLESS CLUSTER + EXTERNAL SAN
Using EVMS and iSCSI, the architecture pro-
vides a flexible, high-level description of the 
underlying hardware that frees the adminis-
trator from the traditional, rigid allocation of 
resources. 
Performance and scalability are achieved by 
means of the direct access of cluster blades 
to the external SAN via a switched Infiniband 
network (10-20Gb/s).
Storage reliability is implemented within 
the external SAN, which can exploit 
a redundant array of disks (disks 
that can be mounted on the blades 
are usually quite slow and fragile).

•

•

• VIRTUALINUX ARCHITECTURE

MASTERLESS CLUSTER CONFIGURATION

VirtuaLinux has no master, all nodes have a symmetric 
configuration.
Critical OS services are categorized and made redundant 
by either active or passive replication in such a way they 
are, at each point in time, cooperatively implemented by 
the running nodes. 
Any blade of the cluster can be hot-swapped with no 
impact on cluster operation.

•

•

•

VirtuaLinux
Virtual Clustering with no single point of failure

http://sourceforge.net/projects/virtualinux

VirtuaLinux is a Linux meta-distribution that allows the creation, deployment and administration of virtualized clusters 
with no single point of failure. VirtuaLinux architecture supports diskless configurations and provides an efficient, iSCSI 
based abstraction of the SAN. Clusters running VirtuaLinux exhibit no master node,  thus boosting resilience and flexibility.

DESIGNERS, DEVELOPERS, AND CREDITS
University of Pisa: Marco Aldinucci, Marco Danelutto, Francesco Polzella, Gianmarco Spinatelli, Massimo Torquati, Marco Vanneschi - Eurotech HPC: Manuel Cacitti, Alessandro Gervaso, Pierfrancesco Zuccato. VirtuaLinux has been developed at the HPC lab. of Computer 
Science Dept. - University of Pisa and Eurotech HPC, a division of Eurotech Group. VirtuaLinux project has been supported by the initiatives of the LITBIO Consortium, founded within FIRB 2003 grant by MIUR, Italy. 

REFERENCES
M. Aldinucci, M. Torquati, M. Vanneschi, A. Gervaso, P. Zuccato, M. Cacitti. VirtuaLinux Design Principles. Technical Report TR-07-13, Computer Science Department, University of Pisa, Italy, June 2007. http://compass2.di.unipi.it/TR/Files/TR-07-13.pdf.gz
M. Aldinucci, M. Danelutto, M. Torquati, F. Polzella, G. Spinatelli, M. Vanneschi, A. Gervaso, M. Cacitti, P. Zuccato. VirtuaLinux: virtualized high-density clusters with no single point of failure. Intl. PARCO 2007: Parallel Computing, September 2007, to appear. 
The Eurotech Group: http://www.eurotech.com - HPC lab. of Uni. Pisa Computer Science Dept.: http://www.di.unipi.it/groups/architetture/ - LITBIO: http://www.litbio.org

VIRTUALINUX FEATURES AND TOOLS

VirtuaLinux provides:
A bootable DVD.
Distribution independence: Virtual Clusters can run any 
distribution (currently included virtual clusters: Ubuntu 
Edgy 6.10 and CentOS 4.4 for x86_64).
An install facility to setup and configure the included vir-
tual machine images in a diskless, masterless fashion.
A recovery facility able to reset a misconfigured (physical) 
node to factory status.
A toolkit to manage Virtual Clusters, which can be dy-
namically created, destroyed and moved.
User and developer documentation. 

•
•

•

•

•

•

Marco Aldinucci
University of Pisa, Italy
aldinuc@di.unipi.it

26-29 June 2007, Dresden, Germany
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SUMMARY

VirtuaLinux allows the coexistence of many Linux distributions and configurations in the same cluster; moreover, virtual clusters can be 
saved, restored and moved. Upgrading and testing of the cluster is greatly simplified and requires less time. In addition, fault-tolerance 
is obtained by a combination of architectural, software and hardware strategies that implement a design with no single point of failure.

DISK ABSTRACTION LAYER ARCHITECTURE EUROTECH CLUSTERS  
EQUIPPED WITH VIRTUALINUX
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LINUX OS SERVICES

All standard Linux services are 
made fault-tolerant via either active 
or passive replication:

Active: Services are started in 
all nodes; a suitable configura-
tion enforces load balance on cli-
ent requests. E.g. NTP, DNS, TFTP, 
DHCP. 
Passive (primary-backup): Linux 
HA with heartbeat is used as fault 
detector. E.g. LDAP, IP gateway.

•

•

VIRTUAL CLUSTERS (VC)
Each virtual node (VM) of a VC is a 
virtual machine that can be config-
ured at creation time. It exploits a 
cluster-wide shared storage.
Each VC exploits a private network 
and can access the cluster external 
gateway.
VMs of a VC can be flexibly mapped 
onto the cluster nodes.
VCs can be dynamically created, 
destroyed, suspended on disk.

•

•

•

•

KERNEL BASIC FEATURES

All standard Linux modules.
Xen hypervisor, supporting Linux 
paravirtualization, and Microsoft 
Windows via QEMU binary transla-
tion (experimental).
Network connectivity, including 
Infiniband userspace verbs and IP 
over Infiniband.
iSCSI remote storage access.
OCFS2 and GFS shared file sys-
tems.

•
•

•

•
•

DISKS ABSTRACTION LAYER 
A set of private and shared EVMS 
volumes are mounted via iSCSI in 

each node of the cluster:
A private disk (/root) and a OCFS2/
GFS cluster-wide shared SAN are 
mounted in each node. 
EVMS snapshot technique is used 
for a time and space efficient cre-
ation of the private remote disk.
A novel plug-in of EVMS has been 
designed to implement this fea-
ture. 

•

•

•

CLUSTER VIRTUALIZATION

VirtuaLinux separates three environments, tar-
geted to different classes of administrators:
The physical cluster,  including the physical 
devices, which are insulated and made trans-
parent (hardware technician).
The privileged cluster, i.e. the environment 
that provides services and interfaces to the 
virtual clusters (skilled OS administrator). 
The virtual clusters that are sets of virtual 

machines. They can run any OS and con-
figuration in such a way Grid and Be-

owulf style virtual clusters can co-
exist simultaneously (standard OS 
administrator). 

•

•

•

DISKLESS CLUSTER + EXTERNAL SAN
Using EVMS and iSCSI, the architecture pro-
vides a flexible, high-level description of the 
underlying hardware that frees the adminis-
trator from the traditional, rigid allocation of 
resources. 
Performance and scalability are achieved by 
means of the direct access of cluster blades 
to the external SAN via a switched Infiniband 
network (10-20Gb/s).
Storage reliability is implemented within 
the external SAN, which can exploit 
a redundant array of disks (disks 
that can be mounted on the blades 
are usually quite slow and fragile).

•

•

• VIRTUALINUX ARCHITECTURE

MASTERLESS CLUSTER CONFIGURATION

VirtuaLinux has no master, all nodes have a symmetric 
configuration.
Critical OS services are categorized and made redundant 
by either active or passive replication in such a way they 
are, at each point in time, cooperatively implemented by 
the running nodes. 
Any blade of the cluster can be hot-swapped with no 
impact on cluster operation.

•

•

•

VirtuaLinux
Virtual Clustering with no single point of failure

http://sourceforge.net/projects/virtualinux

VirtuaLinux is a Linux meta-distribution that allows the creation, deployment and administration of virtualized clusters 
with no single point of failure. VirtuaLinux architecture supports diskless configurations and provides an efficient, iSCSI 
based abstraction of the SAN. Clusters running VirtuaLinux exhibit no master node,  thus boosting resilience and flexibility.

DESIGNERS, DEVELOPERS, AND CREDITS
University of Pisa: Marco Aldinucci, Marco Danelutto, Francesco Polzella, Gianmarco Spinatelli, Massimo Torquati, Marco Vanneschi - Eurotech HPC: Manuel Cacitti, Alessandro Gervaso, Pierfrancesco Zuccato. VirtuaLinux has been developed at the HPC lab. of Computer 
Science Dept. - University of Pisa and Eurotech HPC, a division of Eurotech Group. VirtuaLinux project has been supported by the initiatives of the LITBIO Consortium, founded within FIRB 2003 grant by MIUR, Italy. 

REFERENCES
M. Aldinucci, M. Torquati, M. Vanneschi, A. Gervaso, P. Zuccato, M. Cacitti. VirtuaLinux Design Principles. Technical Report TR-07-13, Computer Science Department, University of Pisa, Italy, June 2007. http://compass2.di.unipi.it/TR/Files/TR-07-13.pdf.gz
M. Aldinucci, M. Danelutto, M. Torquati, F. Polzella, G. Spinatelli, M. Vanneschi, A. Gervaso, M. Cacitti, P. Zuccato. VirtuaLinux: virtualized high-density clusters with no single point of failure. Intl. PARCO 2007: Parallel Computing, September 2007, to appear. 
The Eurotech Group: http://www.eurotech.com - HPC lab. of Uni. Pisa Computer Science Dept.: http://www.di.unipi.it/groups/architetture/ - LITBIO: http://www.litbio.org

VIRTUALINUX FEATURES AND TOOLS

VirtuaLinux provides:
A bootable DVD.
Distribution independence: Virtual Clusters can run any 
distribution (currently included virtual clusters: Ubuntu 
Edgy 6.10 and CentOS 4.4 for x86_64).
An install facility to setup and configure the included vir-
tual machine images in a diskless, masterless fashion.
A recovery facility able to reset a misconfigured (physical) 
node to factory status.
A toolkit to manage Virtual Clusters, which can be dy-
namically created, destroyed and moved.
User and developer documentation. 

•
•

•

•

•

•

Marco Aldinucci
University of Pisa, Italy
aldinuc@di.unipi.it

26-29 June 2007, Dresden, Germany
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SUMMARY

VirtuaLinux allows the coexistence of many Linux distributions and configurations in the same cluster; moreover, virtual clusters can be 
saved, restored and moved. Upgrading and testing of the cluster is greatly simplified and requires less time. In addition, fault-tolerance 
is obtained by a combination of architectural, software and hardware strategies that implement a design with no single point of failure.
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LINUX OS SERVICES

All standard Linux services are 
made fault-tolerant via either active 
or passive replication:

Active: Services are started in 
all nodes; a suitable configura-
tion enforces load balance on cli-
ent requests. E.g. NTP, DNS, TFTP, 
DHCP. 
Passive (primary-backup): Linux 
HA with heartbeat is used as fault 
detector. E.g. LDAP, IP gateway.

•

•

VIRTUAL CLUSTERS (VC)
Each virtual node (VM) of a VC is a 
virtual machine that can be config-
ured at creation time. It exploits a 
cluster-wide shared storage.
Each VC exploits a private network 
and can access the cluster external 
gateway.
VMs of a VC can be flexibly mapped 
onto the cluster nodes.
VCs can be dynamically created, 
destroyed, suspended on disk.

•

•

•

•

KERNEL BASIC FEATURES

All standard Linux modules.
Xen hypervisor, supporting Linux 
paravirtualization, and Microsoft 
Windows via QEMU binary transla-
tion (experimental).
Network connectivity, including 
Infiniband userspace verbs and IP 
over Infiniband.
iSCSI remote storage access.
OCFS2 and GFS shared file sys-
tems.

•
•

•

•
•

DISKS ABSTRACTION LAYER 
A set of private and shared EVMS 
volumes are mounted via iSCSI in 

each node of the cluster:
A private disk (/root) and a OCFS2/
GFS cluster-wide shared SAN are 
mounted in each node. 
EVMS snapshot technique is used 
for a time and space efficient cre-
ation of the private remote disk.
A novel plug-in of EVMS has been 
designed to implement this fea-
ture. 

•

•

•



EXAMPLES OF A SPECIALISED ISLAND: GITLAB-BASED DOCKER ORCHESTRATOR 
FOR HPC  

Light nodes

FAT nodes

GPU nodes

+12

12 hours

Docker images -1 -4



MOTIVATIONS



Motivations: AI/BDA services are typically operated by over-the-top

• Proprietary solutions produce technological lock-in. And continue to exact a rent 
• The long-tail of this rental economy model increases inequalities rather than controlling them [J.E. Stiglitz] 

• AI require GPUs/TPUs. Their cost is very high in commercial public clouds  
• Buying-vs-renting break-even point occurs early  

• AI and BDA need annotated datasets that require human effort for curation and 
maintenance 
• Local availability of these dataset is an enabling feature for training/analysis 

• Datasets contain sensitive information, they should be stored appropriately 
• Compliant with European regulations (including privacy, e.g. GDPR) if within EU borders [Argonne AoT]



HPC4AI AIMS

• Facilitate scientific research and engineering in the areas of 
Artificial Intelligence and Big Data Analytics 
• Support large scale experimentation of applications 

• Engage regional industry in joint research projects, also boosting their R&D 
capabilities 

• Gather and store dataset with specific local/EU value (medical, business, code, …)  

• Focusing on methods for the on-demand provisioning of AI and 
BDA cloud services



WHAT’S NEXT?
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FOLLOW-UP PROJECT (2018_ICT-11-A EU IA, 13M€) 
DEEPHEALTH: DEEP-LEARNING AND HPC TO BOOST BIOMEDICAL APPLICATIONS FOR HEALTH

• 18 Parterns: Everis, 
Siveco, Wings, Philiphs, 
SIVECO, IBM, Thales, 
CEA, Treelogic, EPFL, 
UPV, UNITO, UNIMORE, 
…


• Design and develop: 

• European Library for Distributed 

Deep Learning for health

• AI-on-demand cloud platforms 

(HPC4AI, …)

14



FUTURE HORIZONS 
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PIEDMONT AI ECOSYSTEM 
A high-level regional system, from research to industry

• Top region in Italy for R&D investment (2,03% of GDP above 
national average,1.6% private). 

• Three prestigious universities, three industrial research institutes. 

• International NGO, Government Office, innovation clusters, 
competence center. 

• Vibrant deep tech Industry (Large enterprise, SME, startup, 
incubator) and research center of multinationals across main 
areas: health, robotics, space, automotive, telco, finance, agri-
food.

We propose a single and coordinated 
Center-of-Excellence (CoE) of tech players 
ready to cooperate with pan-European AI 

laboratories 

TRL3

TRL5

TRL7

TRL9

HPC & EdgePerception RoboticsAI foundations

Academia 

Industrial
Reserach 

Industries
SME, Startup

Public Institutions &
Nonprofit 
Organisation

Contact: Marco Aldinucci
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TECH TRANSFER KNOWLEDGE 
TRACK RECORD 2018

• DeepHealth (EU ICT-11-b 15M€) 
• Deep-Learning and HPC to Boost Biomedical Applications for Health  

• Lexis (EU ICT-11-b 14M€) 
• Large-scale EXecution for Industry & Society  

• HPC4AI (EU FESR 2018 - 4.5M€) 
• High-Performance Computing for Artificial Intelligence  

(AI-on-Demand platform) 

• CANP:  (EU FESR 2018 -11M€) 
• AI for Elderly Care and Telemedicine  

• Industry 4.0 competence center (IT MISE 2018 - 20M€) 
• POLITO+UNITO+24 industries (FCA, GM, Thales-Alenia Space, 

Leonardo, STMicroelectronics, Prima Industria, TIM, …)

First region in Italy for projects 
financed by European 
Territorial Cooperation

1st COMPETENCIES

Parallel & distributed programming models 
Software Environments & Toolchains 

HPC Cloud Eng. Edge/Fog



 

DOCUMENTO 
 

VERSIONE 1.6 

PROTOCOLLO DELLO STUDIO 
“ CT-guided biopsy of NSCLC: radiomic analysis of the CT 

images and correlation with NGS findings” 

 

STUDIO  
RADIOMICA_NGS_

NSCLC 
 
 

nei pazienti reclutati in 5 studi conservati in TCGA. 

 
 

 
 
 
 
Disegno sperimentale 

Tipo si studio: osservazionale retrospettivo monocentrico 

Dipartimenti e S.C.D.U. coinvolti:  

A) S.C.D.U. Radiodiagnostica (Direttore Prof. Veltri), S.C.D.U. Anatomia Patologica Oncologia 

(Direttore Prof. Volante), S.C.D.U. Oncologia (Direttore Prof. Scagliotti) - Dipartimento di 

Oncologia - Università degli Studi di Torino 

B) Dipartimento di Informatica - Università degli Studi di Torino (Prof. Marco Aldinucci, 

Dott.ssa Francesca Cordero ) 

Figura 2. Profili mutazionali dei 22 geni coinvolti nel pannello clinico mutazionale  da utilizzare nello studio in oggetto 



CANP

Settembre 2018 SAL

CANP – la CAsa Nel Parco

CANP

LA CASA NEL PARCO (REGIONE PIEMONTE FESR2014-18 11M€)

2018 - COORD. GUIDO BOELLA, INFORMATICA@UNITO



HPC4AI  
METHODOLOGY


